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Abstract—Understanding the dynamics behind group forma- desire to be included in groups in which they can perform
tion and evolution in social networks is considered an insumen-  satisfactory activities, such as commenting posts andrghar
tal milestone to better describe how individuals gather andorm a0 4i with the other members. The satisfaction derives from
communities, how they enjoy and share the platform contents th it f affiniti th b thelt |
how they are driven by their preferences/tastes and how thei e exisience or aifinitles among .e Qfoup members, ea
behaviors are influenced by peers. In this context, particdrly ~the members themselves to remain into the group and to not
relevant is the notion of compactness of a social group. While the leave it, thus making the groupompact Interestingly, the
literature usually refers to compactness as a measure to mely notion of compactnessn this context of OSN groups has
determine how much members of a group are similar among peen gifferently addressed in recent literature [9]—[IMje

each other, we argue that the mutual trustworthiness betweethe t his t id t
members should be considered as an important factor in definig MOSt COMMON approach IS 1o consider group compactness

such a term. Trust has in fact profound effects on the dynamis of ~ €oinciding with similarity among its users. Unfortunatetye
group formation and their evolution: individuals are more likely concept ofsimilarity itself is quite subjective and different
to join with and stay in a group if they can trust other group  notions have been used in different works, resulting in & lac
members. In this paper, we propose a quantitative measure of of consensus in the research community [12]-[14].

group compactness that takes into account both the similaty and Anoth . int is t id it

the trustworthiness among users, and we present an algorith to nother common viewpoInt IS to consider communites as
optimize such a measure. We provide empirical results, obtaed ~groups of users more densely connected among each other than
on the real social networks EPINIONS and CIAO, that compare with the rest of the network: this leads to conceive the group
our notion of compactness versus the traditional notion of ser formation as a network clustering problem [15], [16]. A thir
similarity, clearly proving the advantages of our approach recent approach aims at merging the two previous strategies

Index Terms—Decision Support Systems, Machine Learning, by suggesting that the formation of a group should be based

Multi-agent systems, Social network services, Social Trais on some group compactness model that considers both struc-
tural and semantic similarities (representing commoiesliof
I. INTRODUCTION relations, interests and preferences) [17], [18].

However, we argue that one important aspect has been

O NLINE Social Networks (OSNs) allow people to easily,yerjnoked so far: the mututiistworthinessimong the group
connect with each other as well as to share, discuss afmpers. The main reason underlying our proposal is the
comment opinions and multimedia content. _evidence that individuals are motivated to stay in groupts wi
In such a context, a relevant role is played by socighher members whom they trust. This evidence has been high-
groups that are sub-networks of users [1], [2]. Some recefibhied by several studies on real OSNs [19], [20]. Morepver
studies |nves_t|gated on existing relationships betweesrsusine need to integrate a measure of trust with a measure of
and.group.s in OSNS .[3]—[5]. One of the problems recentg{m”arity between group members has already been widely
put into evidence in this context is the overwhelming numbgfisc ssed in the research community of multi-agent systems
of groups in real-world platforms. This causes difficulties qinting out that the introduction of trust measures leads t
users to select the_rlght_group(s) to join with and often 'm"’esignificantly improve the effectiveness of the agents [P23}:
their degree of satisfaction [6]-[8]. Our definition of compactness takes into account such a
The existing research in OSNs covers the issue of computiigeq. We introduce a measure that integrates both sinyilarit
individual recommendations, and the aforementioned exagyq trust, by using a weight coefficient that each user can
ples give attention to the issue of computing group satisfac g rpitrarily set. Based on this definition, we propose an al-
However, to the best of our knowledge, no study has beggyithm for automatically improving the compactness of the
proposed to consider the issue.of managing the evolution d’r()ups in an OSN scenario. Our algorithm, callé2iG (users-
an OSN group as a problem of improving tbempactnessf  ,_groups), solves the problem of optimal matching between
the group, i.e. the stability in time of the group configwati {he individual users’ profiles and the profiles of the groups.
But why do we need to define the group compactnegsyr aigorithm can be used by a recommender agent, that will
and how it could be used? The users of an OSN woulgt a5 a counsellor for an associated human user, helping
P. De Meo is with the Department of Ancient and Modern Cisifians, him to join with the most suitable groups. In words, the
University of Messina, 98166 Messina, Italy, e-mail: pde@inime.it recommender agent can use our algorithm to make a prediction
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recommender agent is able to suggest to the administratothié posts she/he generated or if she/he liked/dislikedean. it
the acceptance of a given requester user would be profitableMoreover, the management of both group and user profiles is
not. Therefore, the set of recommender agents can be vieveadried out by means of a multi-agent architecture and agent
as a typical multi-agent recommender system [24]—[26]. Wage in charge of updating user and group profiles as well as
highlight that our definition of compactness simply merdes t of finding groups a user could join. This features are only
two most widely recognized factors influencing the cohesigrartially considered by some of the cited papers.
of the groups, i.e. similarity and trust, by leaving to easkru  In the literature there are few papers dealing with the tdisk o
(and to each group administrator) the possibility to pealgn matching user and group profiles and, often, they only sugges
weight the importance of the similarity with respect to thgroups a user can join. Such a problem is also calféliation
trust. Our algorithm is the way by which we demonstratecommendatiofi31]. This differs from the group recommen-
the possibility to approximately optimize such a compassnedation problem, where the objects to recommend are iteras lik
measure by using a distributed (and thus practicable) agpro books or movies whereas in the affiliation recommendation
We also observe that our experiments with the version of theoblem they are groups. An early contribution is due to
algorithm that uses only the similarity are useful to quignti Spertuset al. [32] and describes an empirical comparison on
the approximation introduced by this simplification. six measures to compute the user-community similarity eegr
The remainder of the paper is as follows: In Section Il w® recommend communities (that are equivalent to our gfoups
discuss related literature and the novelties provided ly tiMost of these measures give relevance to the users’ comynunit
work; Section Il introduces our reference scenario andi®&ec memberships as implicit indicators of the users’ behayiors
IV presents the proposed U2G matching algorithm. Sectionby contrast, our approach explicitly consider both indixat
and VI describes the experiments we performed to evaluaed group interests, behavioral attitudes and their recgr
our method and the advantages and limitations introduced fgrceived trust to recommend groups.
this approach. Finally, in Section VI we draw our conclusion The task of recommending communities is also considered
in [33], describing the CCF (Combinational Collaborative
Filtering) algorithm to suggest new friendship relatioipsh
to users as well as the communities they could join. With a
The research covered in this paper lies at the intersectign®babilistic point of view, CCF considers a community from
of many fields likegroup modelling matching of user and two perspectives: bag of usergformed by its members) and a
group profilesandtrust in OSNs. In this section we describebag of wordsdescribing community interests. By fusing these
some recent research results achieved in each of these fighfisrmation sources it is possible to alleviate the datasipa
and illustrate the main novelties brought in by our approachrising when only information about users (resp. words) is
An increasing number of authors focused on the problem ofed.
suggesting items to the member of a grogm@p recommen-  As a further example of different strategies, Vasugti
dation). Some of such approaches follonseore aggregation al. [31] show that the co-evolution of the user's friendship
strategy [27], [28]. More formally, let/ = {u1,...,u,} be relationships joint with the knowledge of group affiliation
the user populatiorf, = {i1,...,%,,} be a collection of items form a good predictor of the next groups she/he will join with
and suppose thatrating functionr : i/ x Z — R is available, Our algorithm differs from all the cited studies for many
with R (rating spacg a discrete set. Typically? ranges in significant aspects. In particular, as first differenceeriests
{0,...5}U{L}, whereL specifies a not yet rated item. Theand habits of users and groups are more accurately described
functionr takes a uset; € U/ and an item;, € Z as input and in our agent knowledge representation (see Section IIkAjpt
generates an elemenj, € R as output. LeG C U{ be a group in other proposals. It allows the matching between users and
of users. The task of building a profile 6f is equivalent to groups profiles to be fruitfully performed by our algorithm
compute a functiorf; : Z — R receives an item, as input without the need of probabilistic or machine learning tech-
to return how muchi;, satisfies the members @ . In this niques, as in [34]. Finally, our approach is different besgau
context, perhaps, the two most popular strategies to canpute provide an algorithm to match users and groups which is
fa () are theAverage[27] and theLeast Misery[28]. distributed among group and user agents. It relies on a greed
A second category of approaches follow tpesference heuristic because, at each stage, it computes how good p grou
aggregationparadigm [29], [30]. In [29] a technique baseds for a given user and selects, uniformly at randéymy/ A X
on stereotypes is described, where each stereotype comsidé these groups, being M AX a suitable threshold. In this
some agents features (extracted by agents’ profile andéor thway, the algorithm can efficiently manage large networks
observed behaviors) and an expected transaction outcomehdaving a large number of groups. The U2G algorithm is also
such a way, agents and strangers can be aggregated in grdlepghle because it can be driven by similarity or by trust or a
by matching their profiles with the defined stereotypes aiso their combination as the cost function.
derive their associated trust. By using strategies basesben Approaches to computing trust in OSNs model a user
cial theory, the authors of [30] suggest to build ontologyds&d community as a grapliy whose vertexes represent users and
user profiles to merge into a group profile; thanks to grougm edge joining two vertexes specifies that the user asedciat
profile, content recommendations can be generated for thith the vertexv trusts that associated with the vertexSince
group members. Our framework allows to model the policiassers typically provide few trust values, the grapls usually
followed to access groups and previous user behaviours lggarse and suitable techniques are required to infer nest tru

II. RELATED WORK
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and reputation values starting from available ones. etc.). We denote ad,, (resp.4,) the access mode preferred
In [35] a maximum network flow algorithm od: infers by u (resp. set by the administrator gj. The propertyB,,
trust and in [36], a modified version of the Breadth Firatepresents the types of behavior adopted:by her/his social
Search algorithm orG infers multiple values of reputation activities. A behavior is a type of action that a user could
for each user that aggregated by applying a voting algorithperform. We suppose that a set of possible behaviors, dgnote
give a unique user’s reputation value. The approach of [3&$ 13, is associated with the OSN and represents the attitude
considers paths up to a fixed lengthin G and propagates of the useru with respect to a given behaviérbelonging to
the explicit trust values on them to obtain the implicit oned3 by a boolean variable, that is set toue if b is adopted,
Our approach significantly differ from the approaches citefi/se otherwise. ThereforeB, is a mapping that, for each
above. First of all, we model trust as a linear combinatidsehaviorb € 5, returns a boolean valuB,, (b). The property
of two factors related to theeliability and to thereputation F,, (resp.Fy) represents the set of all the users that are friends
As a consequence we do not assume that a user providés (resp. the set of all the users that are friends of at least a
trust declaration about other users. Reliability, in faestn be member ofy); it is included to reflect the users social structure,
inferred by a wide range of signals regarding user behavioi®. the social ties existing among users of the platform.
The propertyT,, represents the trust perceived hywith
I1l. THE REFERENCESCENARIO respect to each other user of the social network. In déefail,
is a mapping that, for each usere U, returns a real value
T, (v), ranging in[0..1]; it represents the trust perceived by
with respect ta (see Section I1I-C). Analogously, the property
-’nFH represents the trust that the grappconsidered as a whole,
perceives about each user of the OSN. Similarly to abGye,
is a mapping that, for each usere U, returns a real value

is assisted by her/his personal agent, denoted. pyduring Tg(y)’ ranging in[0..1], represen';ing the trust perceived by
the activities involving the participation to groups, arate ¢ with respect fou. More_ n partlcular,Tg(u) is computed
group g is assisted by an administrator agent managing as the mean O_f :—__1II the |nd|V|du_aI trust measuﬂe;{u)_ f_o_r
the join requests. In Section IlI-A we describe the knowtedgeaCh” € g. Itis Important to .h'ghl'ght Fhat our definition
representation associated with the agents above, whilxinﬁecof tru_st for a group is a_stgtlstlcal sw_npllflcqu.on, reasolea
lIl-B deals with the agents’ tasks. Sections IlIl-C and n-cenly if the standard deviation frorify; is sufficiently small.

discuss, respectively, our definitions of trust and compess. This def!nlthn can hz_ave a litle meaning in the cases that
assumption is not valid. However, these cases correspond to

] groups having a small compactness; because of our algorithm

A. The agents’ knowledge representation has the goal of increasing the compactness, this yields a

In order to characterize the interests and the prefererfcesiecrease in the standard deviation Bf, thus making our
each usen (resp. groupg), we associate: (resp.g) with a definition reasonable.
profile p,, (resp.p,). Such a profile contains fiveropertiesto We remark that both categories, access mode and behaviours
incorporate in our model. The first four properties are chlleare considered as common ontology elements for all the
interests access preferencebehaviorsand friends and they users of the network (similarly to the situation happening
are calledpreference propertieshey represent the preferencesn Facebook, where the possible choices for categories of
expressed byu (resp. the users of) with respect to ijf interest and access modes are pre-defined), thus we suppose
topics of interest,i() mode to accessing groupdj  ways of a homogeneous semantic scenario. We also suppose that the
performing activities andiy) friends. A fifth property, called computation of the interest values can be automatically per
trust, is a trustworthiness property, and represents how muidirmed by software agents that operate over the shoulders of
u (resp.g) trusts the users of the social network. We hawe user, analysing the categories associated with thewrtnt
chosen to adopt a uniform representation for both users gmsted by the user himself.
groups, and we have defined the profilewofresp.g) as a 5-
tuple <Iua Au; Bua Fy, Tu> (reSp. <Iga Aga Bga ng Tg>)! where B. The agents’ tasks
I, Ay, By, Fyy,, T, (resp.dy, Ay, By, Fy, T,) are the properties
of u (resp.g).

The propertyl, (resp.I,) represents the interests of

Our scenario deals with an OSH described as a tuple
S = (U, G), wherel{ is a set ofusersandg is a set ofgroups
of users, such that each groype G is a subset oi/.

In such a context, we associate a multi-agent system w
S, containing a software agent for each usee U/ and for
each groupg € G. Indeed, in our perspective, each user

According to the profiles and properties defined above, the
agenta, (resp.a,) automatically performs the following tasks:

. . . . .~ Task 1 It updates the profile, (resp.py) of u (resp.g)
(Oressl\? .,%éo(rjg;]eogffaeée?rt]gsg:?z?zs" OtLSte;esssti;\éagzge;?iéz very timeu (resp. a user of) performs an action involving
' . : ep . 9 any information represented im, (resp.p,). Every timeu
where each elememte C is an identifier of a given category . .
and asl, (resp.1,) a mapping that, for each categang C publishes a post, or comments an already published post,
“ P-lg ppIng ' h categane ¢, dealing with a category;, the valuel,(c) is updated as
returns a real valud, (c) (resp.ly(c)), ranging in[0..1] and follows:
representing the level of interestof{resp. the users af) with '
respect to discussions and multimedia content dealing avith
The propertyA,, represents the preferencewfvith respect that is a weighted mean between the previous interest value
to the mode of accessing to groups (eapen closed secret and the new value. Her@ and § are real values (ranging in

I(c) =0 -I(c)+(1—-0) 5
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[0..1]). More in detail,§ represents the increment we want to
give to thew'’s interest inc consequently of the/s action,
while 6 is the relevance we want to assign to the past values
of I,,(c) with respect to the new contribution. The valugs
and ) can be either arbitrarily assigned by the user itself, or . ————— e i —— 2
optimized via a learning algorithm. This formula has been _,.- v®<~ . :.‘ @
largely used in many trust-based approaches for multitagen \agy/ L4
system, showing good results in practical situations imter
of effectiveness when the weighfisand § are correctly set
[38]-[42]. This way, it is possible for an OSN analyst to

experimentally determine how much the interest increase§n Tryst theory this satisfaction level is generally called

when the user select the associated category, and how m|=!=9|?;1bility of v as perceived byu. Generally, in OSNsu

important is the influence of the past choices in the Updatir&(presses her/his satisfaction abeuby simply clicking on

In our experiments, we refer to values @fand § commonly  pyttons such as “I Like It” (for example, on Facebook) or

used in some multi-agent systems, as in [43]. +1 (on Google+, YouTube, etc.), or vice-versa on the button
Similarly, the I4(c) value of a groupy is updated by the «| po Not Like It” or —1 (on YouTube, Yiid, etc.), without

agenta, every time thel,,(c) value of any uset € g changes. possibility of better refining her/his evaluation. Howeireour

The new value off,(c) is computed as the mean of all theypproach, for being as more general as possible, we represen

I,(c) valuesVc € g. Moreover, every timeu performs an the reliability ofv as perceived by with a real value denoted

action in the OSN (e.qg. publishing a post, writing a commerjg rely_, ranging in the interval0..1], where0 (resp. 1)

etc.) its agent, analyses the action and appropriately sef§ the least (resp. largest) value of reliability. Note thiae

the boolean values for all the variables containedAp. reliability is an asymmetric measure: this implies that,_,.,

Analogously, the agent,, associated with a group updates s not necessarily equal tel,_,., and for such a reason in our

the variables contained i3, every time the administrator yotation we introduce the symbetb to clarify the direction

of g decides to change the correspondent rules. Furthermg§€ihe trust relation.

if u (resp. th_e administrator of) decides to change her/his e computation ofrel,_,, strictly depends on the par-

preference with respect to the access mode, the ageesp. tjcyjar system of evaluation adopted in the given OSN. For

ay) appropriately updated, (resp.4,). Moreover, ifu (fésp. jnstance, if the evaluation of posted contents can be pegdr

a user ofg) adds or deletes a person in her/his friend list, thg; the puttons “I Like It” and “| Do Not Like It", rely sy

agenta, (resp.ay) consequently updatels, (resp.Fy). Note oyl pe computed as the ratio of the positive evaluations

thata, computes the property, as the union of the ses, (5 the total evaluations expressed byabout the contents

of all the usersa: € g. Finally, if v expresses an evaluation Ofposted byv [44], [45]. Besides this measure of direct trust, we

a post authored by another userthe agent, re-computes giso define a global measure of the trust that the whole OSN

the trust measure, ., as described in Section 11I-C. perceives about each user We call this measureeputation
Task 2 Periodically, the agent, (resp.a,) executes the user of denoting it asrep,, and we compute it by averaging all

agent task (resp. group agent task) described in Section {Me reliability valuesrel,,_,,, for eachv € U.

in order to contribute to theJser-to-Group(U2G) Matching  gach yseru, based on the aforementioned measures, can

global activity of the social network. To perform Tasks 1 anferive a synthetic measure of the trust about another user

2, agents can _mteract. V\.Illth gach other, sending and regeVIN py integrating both reliability-el,_,, and reputation-ep,

messages. This possibility is assured by the presence of @y her/his personal viewpoint, depending on the impartan

Directory Facilitator agent (DF), associated with the wholespe/he gives to the reliability with respect to the repotatiVe

social network, that provides an indexing service. The M@efine thetrust of v aboutw, denoted byt._s., the following
of all the users and groups of the social network are listed \-H/”leighted mean:

an internal repository of the DF, associating with each aser
group the corresponding agent nameCAmmunication Layer tusy =ty - Telysy + (1 — ) - TEPY
allows an agent to send a message to another agesimply
by using the name of in the receiverfield of the message. wherea,, is a real coefficient, ranging ifo..1], representing
Note that maintaining the DF naming repository is the onlyjow much the reliability is considered important with respe
centralized activity in our social network scenario, whil¢o the reputation by the user. if «, is set to0 by w, this
the algorithm computing the U2G matching is completeljneans that, does not assign any relevance to the reliability in
distributed on the whole agent network. The whole architect determine the's trustworthiness, whilev, = 1 means that,
described above is synthetically represented in Figure 1. considers only the reliability for evaluating the trustéfoness
of v. It's noteworthy that, following this intuition, trust isna
asymmetric measure since in its formulation it accounts for
C. Trust reliability. The measure-el,_,, is updated by the agent,
The users of a social network mutually interact during the@ach time the user expresses an evaluation of a post authored
social activities, and each usercan express her/his level ofby u. Moreover, the agent, contacts theD F' agent each time
satisfaction about the interactions with another user a reliability value is updated, sending the new value to it.

Fig. 1. The U2G multi-agent architecture.



IEEE TRANSACTION ON CYBERNETICS, VOL. XX, NO. XX, MONTH 2013 5

The agent,, obtains the measurep,, from the DF, when  The similarity o, , between a usemn and a groupg
necessary to compute the trust. We highlight that the rdéitigb is computed in the same manner described above, simply
rely—, IS Used when available, i.e. when a direct interacticsubstituting the uses with the groupg.
betweern andv happens. Otherwise, only the reputation value In order to compute the compactness between a user
associated with is used, derived from the whole communityand a usew, denoted by~y,_,,, it is necessary to consider
We also specify that some cold start values are used for theth the similaritys, , and the trustt,_,,. Therefore, the
reliability, that in our experiments are all set@pmeaning no compactnessy, ., is usually an asymmetric measure, i.e.
trust for a unknown user. Besides, we make the assumptign,, is generally different fromy,_,,, because, in general
that in the social network there is the possibility to expre$,_., # t,—.. Moreover, the computation of the compactness
trust in a given user; for example, as in the case of thg_,, depends on how much importance the ugegives to
EPINIONS and CIAO OSNs we have used in our experimerhe similarity withv with respect to the trust he has in We
where a user directly expresses his trust for another usaodel the level of importance given to the similarity by alrea
Obviously, in those OSNs that do not make available directefficienti¥.S,,, ranging in[0..1]. Consequently, we define
mechanisms to express trust, our approach presents sdhmecompactness,_,, as the following weighted mean:
limitations, and can be applied only by introducing some
indirect trust measures, as Izgnsideringlthkze it mechanism, Yumv = Wi oup + (1= WS8u) tuso
that could only partially capture a real trust evidence. and the compactness,_,, between the user and the group

Finally, we define a measug_,, to determine the trust- g as the analogous weighted mean:
worthiness of a groug as perceived by.. This measure is
determined by averag?ng alllothe valugs,, for all the users Yusg = WSy 0Oug+ (1 —=WSEy) tyusg
belonging tog. We also define the measutg.,,, representing  The asymmetric nature of this measure leads us to define
a synthetic evaluation of the trust that the whole gragup also the compactnesg,_,, that a groupg, considered as a
perceives versus the user It is computed by averaging all whole, perceives versus a userThis measure is defined as:
the trust valueg, .., wherev is a member ofy. Formally,
tgsu = Ypey tosu/lgl, Yo € g and|g| is the size ofy. You = WSy - 0gu+ (1= W) - tgou

whereo, , = 0,4 (because similarity is symmetric), while
ty—u IS computed as described in Section 1lI-C. The coeffi-
D. Similarity and Compactness cient WS, is associated with the given groyp

The compactness of a pair of users (resp. a user and a group)
depends on the degree of similarity of the two users and on
the trust associated with the two users (resp, the user and thln this section we describe the€2G matching algorithm
group). As for trust, we shall use the computational frantéwoWhich has been designed to match users with groups with the
described in Section IIl-C. The similarity, , between the goal of optimizing compactness. The U2G matching is a global
profile of usersu andw is defined as a weighted mean of fougctivity distributed on the user and group agents belonging
contributionsc;, c4, ¢ andey, associated with the propertiesto the agent network. Each user agept(resp. group agent
I, A, B and F, respectively. Each contribution measures how) Periodically executes the followingser agent tasKresp.

much the values of the corresponding propertypjnand in group agent task where we callepocheach time the task
p, are similar. To this purpose: is executed, and we denote @sthe (constant) time period

#apsmg between two consecutive epochs.

In the following, we first provide a theoretical justificatio
the U2G matching algorithm (Section 1V-A) and, after that
e provide a complete description of the user agent task (see

IV. THE U2G MATCHING ALGORITHM

e ¢y is computed as the complement (with respect to 1) 0
the average difference between the interests values ogf
andv for all the categones(present in the social netwo%v

>, \Iu ) —1v(c)]
Formally:c; = 1 == Section IV-B) and of the group agent task (Section IV-C).
e c4 is set equal to 1 (resp 0) i, is equal (resp. not
equal) toA,.

« cp is computed as the complement (with respect to 1) é‘f Theoretical Justification
the average difference between the boolean variables conThis section targets at illustrating the theoretical pslan
tained inB,, and B,,, respectivew’ where this diﬁ‘erenceWhiCh the U2G algorithm is based on. The U2G algorithm is
is equal to O (resp. 1) if the two corresponding variable¥mpletely distributed and can be executed by user and group

are equal (resp. different). agents; due to the similarities between the algorithm run by
« cp is computed as the Jaccard similarity between the $¢er agents and that run by group agents we will focus only
of friends ofu andv, i.e.cp = 1 — };“U?I on the task of matching users with groups. The extension to

o . . . the stage performed by group agents is straightforward and
Note that each contribution has been normalized in the\‘aterommed for the sake of briefness.

[0..1], to make comparable all the contributions. The similarity The task of selecting the best suitable group(s) to rec-

is then com :
ou.v IS then computed as ommend to each user can be conveniently formulated as an
Wy -Cr+Wa - Ca+Wp - Cp+wWp - CF optimization problemLet assume that each usetis willing

Oup = W+ WAt wp +wp to join with the group(s) from which she/he will get highest
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payoff: in our scenario, the payoff is given by the compassne In this case, the U2G algorithm generates the exact
function v,_,4. In our formulation it is convenient to add solution by means of a polynomial-time algorithm.

two further constraints. The former requires that a usarsjoi 2) Incomplete Knowledgén this case we suppose that each
with no more thanNM AX groups. Although we do not user agent knows just a subset of the available groups
pose any limitation on the value dVM AX, it has been and, for each of them, also the compactness value is
observed thatVM AX in real online platforms is much less known.

than the overall number of existing groups. This results ithe Incomplete Knowledge hypothesis is more realistic than
that each user agent, is in charge of selecting no more thanhe Complete Knowledge one because, in large OSNs, we
NMAX groups a user can join with. The latter constrairdxpect a huge number of groups, which quickly grows over
is to fix a certain threshold > 0 so thaty,, > 7. This time. Therefore, the assumption that each agent can manage
constraints encodes the intuition that a user joins withcagr the list of all available groups and it can run on them
only if this action yields an actual benefit (that, in our casgome computation does not appear feasible. To model such
consists of an increase of compactness). Otherwise sta&d,; scenario we assume that each user agent can query the DF
determine a priori that a user does not jOin with a given gromectory and it can extract a ligt of groups and’ based on

if the expected payoff she/he can get back is less than a fixgd received results, it can decide which group(s) is reteva
thresholdr. If we define the variables, ., = 1 if u joined to a user. From an algorithmic standpoint, the formulation i
with g and 0 otherwise, we obtain the following optimizatiortase of incomplete knowledge is more challenging than that o

problem: complete knowledge: each agent knows just a fraction of the
available groups and, in principle, we would not expect that

max Z Yu—sgOu—g it is able to generate the optimal solution. However, in the

u€U,geg following we will show that under the reasonable hypothesis

St Yusg 27T VuelUVgeg that groups inC are sampled uniformly at random frogh then
Z Vs gOusg < NMAX (1) the solution produced by the U2G algorithm differs from the
well g optimal one only by a constant factor. This desirable priyper
of our algorithms makes it potentially very appealing foalre

Since we can assume that two arbitrary usersand us applications.
may join with the same groug, we can suppose that for each
groupg € G there are as many copies gfas the number of
users iri/. This observation leads us to defit4 optimization B. The user agent task
problems each of them as specified by Equation 1, and solve|n this section we describe the part of U2G algorithm about
each of these problems independently one another. A furthigé matching of users and groups. In detail, we provide two
observation derives from the second constraint: since we Ggrsions of this algorithm: the former is called U2G-C and
suppose that all the coefficients_,, are known in advance, it handles the Complete Knowledge configuration; the latter
we can filter out all the groupg* € G such thaty, 4+ < 7 called U2G-l is designed to handle the Incomplete Knowledge
and this yields some computational advantages. Thereforegonfiguration. We start discussing the U2G-C algorithm and
we defineG; = {g € G : yu—y > 7}, the previous problem subsequently we present the U2G-I algorithm.

can be rewritten as In detall, let X be the set of the:n groups the user is
affiliated to, wheren < NMAX. As observed in Section
max Yy Yusgdug IV-A, the coefficientN M AX specifies the maximum number
uU.g€GL of groups which an arbitrary user can affiliate to.
S.t. Z Vu—sgOu—sg < NMAX (2) We suppose that the user agent: (i) records into an
u€U,g€G;, internal cache the profiles of the groups X obtained in the

past by the associated group agenit$;associates each profile
pg With the date of acquisition, denoted éste,. Let alsom
be the number of the group agents that at each epoch must be
b= Z%chiﬁg (3) cgntacted bya,. The user agendzy beh_aves as follows (see
Figure 2):Step 1 In the DF repository, it randomly selects
groups that are not present iXi. Let Y be the set of these
Under this formulation it is easy to recognize that thgglected groups, and I&t= X |J Y be a set containing all the
optimization problem in Equation 2 is a variant of the We”groups present ik or in Y. Step 2 For each groug € Y,
known Knapsack problem in which the weight of the items tgq for each groupg € X, such that the date of acquisition
manage are all equal to 1 and the profits are equalt,. In g4z, is higher than a fixed threshold, it sends a message
such a case, there is an optimal solution that can be gederagihe group agent, (action 1 of Figure 2), whose name has
by taking the bestVM AX groups, i.e. theVMAX groups optained by the DF, requesting it the profile associated
showing the highest values of compactness. In the followiRgih the group.Step 3 For each receiveg, (action 2 of
we shall focus on two cases, namely: Figure 2), it computes the compactnegs,, between the
1) Complete KnowledgeNe suppose that each user agemtrofile of v and the profile ofg (action 3 of Figure 2)Step
is aware of the compactness of all of the existing group4. Now, let 7 be a real value, ranging iff)..1], representing

In the following we shall denote asthe objective function
to optimize, i.e.:

9€g
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Social Network

rithm, i.e. to handle théncomplete Knowledgeonfiguration.

In this case, in fact, we assume that the algorithm knows only

the largest numbeW M AX of groups a user is allowed to join

with. The user agent queries the DF and it receives as answer

a code identifying a group and the compactness,_,, of u

with respect tgg. On the basis of this information, the U2G-I

: algorithm has to decide if has to be suggested toor not.
N The U2G-| algorithm is similar to the U2G-C algorithm but

ST it uses a different policy to build th& OOD set. Prior to

providing a technical description of the U2G-I algorithm we

aim at illustrating the main intuitions behind it.

The U2G-I algorithm strongly resembles the well-known
secretary problenj46]: in it we suppose that some persons
a threshold for the compactness, such that each ggomz ~ apply for a position (e.g., secretary) and our goal is toctele
is considered as a good candidate to join withyjf,, > 7. the best candidate. Candidates are interviewed in a random
All the good candidates are inserted by in the setGOOD. order and the hiring manager does not know in advance the
Note that if more thanVM AX groups satisfy the condition curricula of all available candidates. For each candidate,
for being inserted iGOOD, than theN M AX groups having decision has to be taken immediately after the end of the
the highest values of compactness are selected. interview. The secretary problem requires to find a policy to

For each selected group € GOOD, wheng ¢ X, the Maximize the probability of selecting the best candidat.[4
agenta, sends a join request to the agem, that also Th(_a be_st known _strategy to solve_ 'Fhe secretary problem
contains the profile, associated with: (action 4 of Figure IS Quite simply but it produces surprisingly good results. |
2). Otherwise, for each groupe X, wheng ¢ GOOD, the fact, suppose that secretaries have to be interviewed and
agenta, deletes: from g. Observe that the usage of a date gt US fix an integer, such thatl < r < n. The firstr
acquisition has not been considered in Section IV-A; howeveandidates will form aeference sedenoted ask. After this
this is a minor modification which has not any practical’® Will éxplore the remaining —r candidates and if we find
impact on the algorithm and on its performance. The U2c candidate which is better than all the candidateR ithen

C algorithm works in an iterative fashion and it is convengerflis candidate will be hired. The choice ofis the trickiest
as proven in the following Theorem: part of the algorithm: in fact ifr = 1, then the algorithm

Theorem 4.1: Les® be the value of the optimizationincur in poor performances because it cpuld select the skecon
function associated by the U2G-C algorithm at theth WOrst candidate. Ifir = n — 1 the algorithm generates the
iteration and leté be the optimal solution associated with®Ptimal solution but it has to view ail candidates. Theoretical
the optimization problem reported in Equation 2. Then th@halysis show that if we fix- = (2] the probability of
sequencg ¢} is convergent tap. maklng the pest choice is at Ieais(46]. The UZG-I_ algorithm

aims at finding the besV M AX groups assuming that the
Proof To prove our result let us defind”,, the value of the algorithm can not know all available groups. If we suppose
variabled,_., generated by the U2G-C algorithm at theh NMAX = 1 the problem to solve reduces to the secretary
iteration; let¢(*) be the corresponding value of the objectiv@roblem. [46] considers some extensions of the traditional
function, i.e.,p(*) = deg »yuﬁgaf];)g_ Let ¢ be the optimal secretary problem in which more than one candidates can be

solution. We first observe that the sequeré® is bounded Selected. However, the problem considered in this papef (an

In fact, by contradiction, suppose that®) is not bounded, the associated algorithm) is not covered in [46]; in additio
i.e., for any arbitraryL > 0, there exists an index such as a further and novel research contribution, we provide a
that ) > L. Since L is arbitrary, we can fixl. > ¢, Pound on the correctness of the results yielded by the U2G-
and, thereforegp® > ¢; this is a contradiction because, @lgorithm. The rationale behind the algorithm is to build a

by definition, 4 is the maximum ofg, and, then, for any reference setf sizer, beingr a threshold whose value will be
assignment of the variablés ., the corresponding value 0fspeciﬁed later and to select a group if its compactness sigain
6 must be less thak"i. Secondly, observe that the sequencé 'S bet_ter than the compactness of th(_a worst group currently
¢ is monotonically non-decreasing because, at each iteratijored in the reference set. The algorithm uses two Gets
the U2G-C algorithm adds an elementG®OD if and only andG2 to generate the s&kOOD (which, at the beginning,

if v, > 7 and this yields an increase in the value @f S EMPY). The sets;, and G are built as follows:

Since the sequenag® is bounded and monotonically non- 1) The user agentissuesjueries withVMAX < < |g]|

decreasing it is also convergent and it converges to theahctu and it gets as answergroups. The setz, will contain
optimal solutiong. O the received groups and it plays the role of the reference

." 1 -
B a,, monitors u\,;,A/’
1 —p [
B user profile p,, '&fa‘* N

U

Fig. 2. User agent task schema

set.
Since the U2G-C algorithm is iterative we could stop com- 2) The G, set will contain the besiVM AX groups.
putation prior to generate the optimal solution. In SectibA 3) The U2G-I performs othefG| — r iterations and, at

we briefly discuss how quickly the U2G algorithm converges. each iteration, it queries the DF and gets a grgtip
A slight change is required to implement the U2G-I algo- with a compactness value equahtg.,,-. The groupg™
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is picked uniformly at randonamong all the available GOOD] is equal to:

groups
. . . [
4) Letg be theN M AX-best group inGs, i.e., the groupin N : o . .
G showing the lowest level of compactness withlf Pr _U ) {g" selected in the-th iteration andy™ = g}
Yusgr > Yusg We say thay* beatsg. In this caseg is =t (4)

deleted fronty; and itis replaced by”. In addition, ifg  gjnce the events above are mutually disjoint, we have that

belongs also td7,, theng* will be inserted iInGOOD. Pr[§; € GOOD] is equal to:
In other words, the seGOOD is progressively built as Pr[g; € GOOD] =
follows: for each retrieved groug*, the U2G-I algorithm 19
checks if there exists at least one graum G2 such thatg* = Z Pr(g* selected in thg-th iteration andg™ = g;)
beatsg. In the affirmative case, a further check is performed: j=r+1
the U2G-I algorithm verifies whether belongs also ta7;. (5)

This resembles the secretary problem in which a candidate i%y applying the definition of conditional probability we
selected if she/he beats all of the candidates in the refere . a that

set. Of course, in our setting, we do not want thatbeats . _ o . . .
all the groups in the reference set but we are satisfied if it Pr(g .selected_m th_@'th iteration andy™ = g;) =
beats at least one of the groups in the reference set andPtdg: selected in thg-th iterationg™ = g;) x Pr(g" = §:) =

this purpose, we comparg with the worst group inGs. If T 1
this check ends positively, theyt is inserted inGOOD. G % 16|
We are now in the position of analyzing the quality of the (6)

solution generated by the U2G-I algorithm. To perform our The previous equality is explained as follows: since all
analysis, letp be the value of the objective function returnedroups are selected uniformly at random, then the prolgbili
by U2G-I algorithm. Since groups are selected uniformly aff selectingg* is at least equal t?é—l In addition, according to
random, we have thap is a random variable and its valueStep 4 in the U2G-I algorithny* will be part of theGOOD
equalsp = deg Yu—gZTu—g, DEINGZ,_,, @ random variable set if and only if there exists at least one graug G; such
equalto 1 if and only ify is selected, O otherwise. L&XPT = that g* beatsg. Since|G;| = r by hypothesis, there are
{91,...,gnmax} be theoptimal solutionwhere g; is thei- chances that the grodpexists. Therefore, the probability that
th best group, i.e. the group having thxthe best value of ¢g* has been selected in theth iteration is equal to;. We
compactness with respect to the userFinally, let ¢ be the get:
value of the objective functiop associated with the optimal
solutionOPT'. As in the secretary problem, we can assess the N d r 1 r d 1

’ 9 € GOOD] = > — > =

quality of the produced solution by comparing the expected _7”13 . |G| - @ 5
value of¢ with ¢. In particular, we wish to prove the following ) = =
result: Since
' _ 191 4 191 1 14

Theorem 4.2: Letp be the value of the solution found Z - 2/ —dz =In (—)
by executing the U2G-I algorlthm and let be the optimal jerg1d e T "
solution. We have thak[¢] > L¢ we get

Theorem 4.2 informs us that the solutions produced by the Pr[g; € GOOD] > N <|g|>
U2G-I algorithm,on averagediffer from the optimal one by 4

a constant factor, independently of the numjggrof available \yhich ends the proof]
groups. This is therefore a tight bound on the correctneseof

results produced by the U2G-I algorithm. To prove TheoreRY means of Lemma 4.3, we have the following result:
4.2 we need the following preliminary result: Theorem 4.4: For any value of, the U2G-I algorithm

) . enerates a solution such that the expected valugs#Htisfies
Lemma 4.3: Suppose to run the U2G-I algorithm in suc%e following inequality:

a way as to|G;| = r and let GOOD be the solution that

the U2G-I algorithm produces. Finally, Igt; be thei-th best E[¢~>] > (|g|) é
group. The probability that; belongs toGOOD s at least 4

v g g R

67 1n (‘ l) .e.Pr[g; € GOOD] > g In (l ‘) being é the optimal solution.

Proof Suppose that the U2G-I algorithm selects a group, s Proof By definition Of¢ and expected value we get:

g*, which belongs to the solutio&OOD generated by the ~

U2G-I algorithm. We wish to compute the probability thgt El¢] = [Z ’)/u%gxu%g] = Z ElvusgTu—sg] =
coincides with thei-th best groupg;. This means that there 9€g 9€9 )
exists an iteratiory in which g* has been selected, with< Z Prlg € GOOD]vy_sg

j < |G| andg* = g;. Therefore, the probability th&r[g; € veo
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becaus& [z, 4] = Pr[zy—g = 1] X 1 +Przy—y = 0] x0 =
Prizy—g = 1] = Pr[g € GOOD]. We can bound the left
side of Equation 7 by focusing only on théA AX optimal
groups belonging t@ PT, i.e.:

E[¢] = > Prlg € GOOD]y, g >
Y
NMAX (8)

> Pr[g € GOOD] vy s,

i=1

By Lemma 4.3 we gePr|[j; € GOOD] > ﬁ In (#), Fig. 3. Group agent task schema
which allows us to write:

- NEY |G| ~v4—u Detween the profile of each usere K | J{r} and the
Elg] = Z 9] In (_) Tu—gi = profile of the groupy (action 3 of Figure 3)Step 3 Now, letr
NMLZXI (9) areal value, ranging ifo..1], representing a threshold for the
T (E) Z =" <@) é compactness, such that a useis considered as acceptable
|G] r Pt RRCCTe] r to join with if v,_,, > 7. Then, the agent, stores in a set

) GOOD those users, € K |J{r} such thaty,,, > = (if

and this ends the proof there exist more thanx 74 x USers satisfying this condition,
We are now able to prove Theorem 4.2. In particulaffl€ nxmax users having the highest values of compactness

observe that, according to Theorem 4.4, for any choicewoé  are selected). I € GOOD, a, accepts its request to join

getE[gZ] > Tl (g) é. Inthe previous inequality, the worstWith the group (action 4 of Figure 3). Moreover, for any user

= ldl r u € K, with u ¢ GOOD, a, deletesu from the group.
case occurs when the functigf{(r) = g7 In (@ achieves
its maximum value. Such a value can be easily computed by V. EVALUATION
means of calculus. In particular, set= £ and observe that  |n this section we describe some experiments we performed
f(y) =yIny = —ylny. We have: to evaluate the effectiveness of the U2G matching algorithm
. 1 To this purpose, we have implemented an OSN simulator,
flly)=—-Iny—1 fy)=—- called U2G-Sim, written in JAVA, capable of simulating our
Yy algorithm on a given OSN.
Observe thatf’(y) = 0 if y = y* = % and f”(y*) <0.1In As a measure of the internabmpactnessf a group, we
addition, we have thatm, o f(y) = 0 andlim,_, ., f(y) = Use the concept ohverage compactness@n extension of

—oo. Thereforef(y) achieves its maximum aj = y*, i.e., the average dissimilarity commonly exploited in Clustgrin
if 19 = 1 which impliesr = L. The maximum off(r) is Analysis [47]; it is defined as the average of the compactness

then equal to%. This also implies thaE[%] > %qﬁ i.e. the values between each pair of objects in a cluster. In our

expected value of the solution found by the U2G-I algorith/iCeNario, a group is the equivalent of a cluster of users, and

differs from the optimal one by a constant factor and thi&'€ average compaciness gfdenoted asAC, is computed

proves Theorem 4.2. asy . egasty Yo—ry/l9l-
In order to measure the global compactness of the groups of

the social network, we compute the meahAC and standard

C. The group agent task deviationD AC of all the AC,,. We evaluate the performances

In this section we describe the algorithm implemented f our algorithm on real data extracted from the well-known
the group agent. Lek” be the set of thé users joined with the OSNs EPINIONS and CIAO. The two datasets have been
groupg, wherek < ngamax, beingngaax the maximum crawled in the context of the research described in [48], and
number of members allowed by the group administrator. Vége publicly available at http://www.public.asu.e€iténg20/
suppose that, stores into an internal cache the profiles of thdatasetcode/truststudy.htm. EPINIONS and CIAO are produc
usersu € K obtained in the past by the associated user agentyiew sites providing a trust network among users. Su@s sit
and also associates with each profilethe date of acquisition, provide a sensible platform to study trust in an online world
denoted aslate,. Each timea, receives a join request by a In both these datasets we have, for each user, her/his profile
user agent, that also contains the profijg. associated with her/his ratings and her/his trust relations. For each gatin
r, it behaves as follows (see Figure 3tep 1 For each user we have the product name and its category, the rating score
u € K such that the date of acquisitiafate,, is higher than and the helpfulness of this rating. The EPINIONS dataset
a fixed threshold;, it sends a message to the user agent consists of22,166 users, while CIAO contains only2, 375
whose name has obtained by the DF, requesting it the profilsers, but it has more close-knit trust relationships. Irrst fi
P, @ssociated with the user (action 1 of FigureSep 2 After experiment, we apply our matching algorithm to the CIAO
the reception of the responses from the contacted usersag@taset, assuming a number of 75 groups; users were randomly
(action 2 of Figure 3), it computes the compactness measdistributed in these groups. As we can see in Table I, we
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TABLE | while by using the EPINIONS dataset the difference of the
VALUES OF THE P‘\CF?AA%EZEES;;E%”J;ﬁigg'V'S'MULATOR FOR  final improvement is equal to 15 %. Interestingly, in this
' situation for the two datasets the U2G-diff algorithm imyes
0 . the. MAC only in the first steps, finally converging to a value
that |ﬁs smaller than the initial one. Also in terms of DAC, the
results illustrated in Figure 5 show that U2G-diff performs
Sigrificantly worse with respect to U2G-comp, achieving the
Value 250 20 valges of 0.21 and 0.24 for the CIAO and EPINIONS dataset,
respectively. These results indicate that the use of th& tru
measure is essential to produce MAC improvements in real
have setr and = to a value of0.29 because this value OSNs using our approach.
produces the best results in the simulation. Moreover, we se ] ) )
KMAX =250, WS, = 0.5 and WS, = 0.5 for each usen We repeated the ;lmulatlon§ above, by varying the value
and groupg; in this way we assume that all the users and &if "5 and we considered 7 different values %5, namely
the groups give the same importance to similarity and tru&t2: 0-3, 0.4, 0.5, 0.6, 0.7, 0.8 and 1. For the CIAO dataset,
The profilep, of a useru has been generated as follows: Figure 6_ shows that the values 0.5 is the be_st choice for
. . . WS, while the performances decreasesiifS increases,
» each valuesl,(c) is the percentage of reviews in the ™! . . o
N i i.e. if we progressively increase the role of similarity.sél
categoryc provided byu; he analysis performed varying the WS coefficient for the
» Au s assigned from three possible values, name PINIONS dataset shows results similar to those produced
OPEN, CLOSED andSECRET, such that the prob- for CIAO, confirming that the best choice fo¥.S is 0.5. It is
ability of assigning the valu® PEN (resp.CLOSED, . . L2 : o
SECRET) is set to 0.7 (resp. 0.2, 0.1); we made amterestmgly to highlight that the choid& S = 1 corresponds

analysis on a set of 200 Facebook groups, obtaining toedlsregard trust information. In this case it is equivalen

percentages above use U2G-comp or U2G-diff algorithm.

« B, contains two boolean variables, representing the Finally, we studied the stability of the groups after a perio
user's attitude to:ij give to the products an averagesf application of our matching algorithm. In particularjng
ranking higher than 3;ii) obtain a helpfulness of their the timestamps associated with each tuple present in the
reviews higher than 3; EPINIONS dataset, we have trained the formation of the

e in F,, we insert the actual friends af, i.e. the users in groups by using as training set the first 40,000 tuples. We
which he trusts. applies our algorithm and obtained a MAC equal to 0.45. A

We have called U2G-comp the version of our algorithrsubsequent application of the U2G-comp algorithm to the tes

described in Section IV. In order to analyse the role afet formed by the remaining 10,000 tuples of the datasetshow
the trust, we have also used a version of our algorithihat the stability of the groups is guaranteed, as reported i
called U2G-diff, that does not consider the trust componeRigure 7. In the same figure, we also reported the results of
in the compactness, giving importance only to the simyarithe analogous experiment performed by using the U2G-diff
(i.e., WS, = 1 for all the usersu). We have repeated thealgorithm. This latter experiment demonstrates that theeafs
experiment above on the EPINONS dataset. In this case, #ie sole similarity as a compactness measure not only leads
have assumed the existence of 100 groups, and we have useal MAC significantly lower than that obtained using a trust-
WS =0.5. based compactness, but also the groups so formed do not show

Figure 4 shows the results of the simulations in terms afreal compacteness when analyzed on the basis of the test-se
MAC. We highlight that U2G-comp algorithm improves the

initial MAC of the OSN for the CIAO dataset of about 14%,

Value 0.8 0.29
KMAX NMAX

0.50r 0,251

-0.CIAO U2G-comp 0,201 e CIAO U2G comp

4 CIAO U2G—diff 4. CIAO U2G diff

O 0 e Bmn Bn i 0nn @mn @ 8a a8 a0 =0 st nte - 0mm0mn0  —o—EPINIONS U2G-comp —*—EPINIONS U2G comp
0,151

-4- EPINIONS U2G—diff -+- EPINIONS U2G diff

MAC
DAC

0,10

030" 0,05/
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Fig. 4. \Variation of MAC obtained with the U2G-comp and U2@&-d Fig. 5. Variation of DAC obtained with the U2G-comp and U2{#-d
algorithms, for the CIAO and EPINIONS OSNs. algorithms, for the CIAO and EPINIONS OSNSs.
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Fig. 6. Variation of MAC vs WS obtained with the U2G-comp aitfum,
for the CIAO and the EPINIONS OSN.
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Fig. 7. Variation of MAC vs timestamp obtained with the U2Gatp and

U2G-diff algorithm, for the EPINIONS OSN.

A. Computational Performance

11

vant in a real OSN (consisting of millions of users and
thousands of groups).

2) The U2G algorithm is alsfiexible because, with some
simple modifications, it can implement different cost
functions (e.g., similarity, trust or a combination of
them) to associate users with groups.

3) In line with some results from Recommender System
literature [49], trust and similarity can be profitably
combined to yield more accurate results. Our exper-
iments provide evidence that when the compactness
measure is used, we achieve an increase of MAC of
about 23% with respect to a merely random assignment
of users to groups. The usage of similarity alone yields
an improvement of MAC in the order of about 14%.

Roughly speaking, the experimental results support our
hypothesis that forming groups on the basis of the only user
similarity is not the best choice to obtain intra-group camip
ness, and that a significant improvement of such a compactnes
can be easily achieved by considering trust measures.

The experiments prove that the use of our algorithm, which
leads the users to form aggregation based on our notion of
compactness, actually creates compact aggregationscin fa
we experimentally proved that the aggregation formed on
the basis of a training data set remains stable also in the
subsequent periods of time, showing that the users in a group
with high compactness maintain both high similarity anchhig
trust. We have also shown the this property is valid only by
introducing trust in the definition of the compactness measu
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